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ABSTRACT
Due to the aging of our society, patient care needs to be well coordinated within the health care team in
order to effectively manage the overall health of each patient. Staff nurses, as the patient’s “ever-present”
health care team members, play a vital role in the care coordination. The recently developed Nurse Care
Coordination Instrument (NCCI) is the first of its kind that enables quantitative data to be collected to
measure various aspects of nurse care coordination. Driven by this new development, we propose a multi-
response multilevel model with joint fixed effect selection and joint random effect selection across multi-
ple responses. This model is particularly suitable for modeling the unique data structure of the NCCI due
to its ability of jointly modeling of multilevel predictors, including demographic and workload variables
at the individual/nurse level and characteristics of the practice environment at the unit level and multiple
response variables that measure the key components of nurse care coordination. We develop a Block Coor-
dinate Descent algorithm integrated with an Expectation-Maximization framework for model estimation.
Asymptotic properties are derived. Finally, we present an application to a data set collected across four U.S.
hospitals using the NCCI and discuss implications of the findings.

1. Introduction

The increasing prevalence of chronic illnesses in an aging soci-
ety means that nowadays patients hospitalized for acute care
episodes are likely to have at least one chronic illness (Ander-
son, 2007). This has created a tremendous new challenge for the
already heavily burdened health care system: treating and caring
for the acute episode of a patient who has chronic comorbidities
is complex, requiring well-planned interventions and involving
numerous providers. To tackle this challenge, care coordination
has been recommended as a fundamental approach (Institute
for Healthcare Improvement, 2004; Medicare Payment Advisory
Commission, 2005), and effective care coordination has been
found to decrease adverse events, improve quality and efficiency
of care, and enhance patient satisfaction (McDonald et al., 2007;
Stricker et al., 2009). In coordinating patient care within the
hospital, staff nurses, as the patient’s “ever-present” health care
team members, play a vital role. In Keeping Patients Safe (Page,
2004), a report by the Institute of Medicine, the role of staff
nurses in creating care coordination that promotes patient safety
and quality outcomes was highlighted. Recent qualitative stud-
ies have highlighted the considerable amount of time staff nurses
spend coordinating patient care via a broad range of activities
from admission to discharge (Laschinger and Leiter, 2006; Aiken
et al., 2008; Lamb et al., 2008).

Until recently, the study of staff nurse care coordination was
hampered by the lack of an operational definition of staff nurse
care coordination and the absence of tools to measure the pro-
cess. In a recent project sponsored by the Robert Wood Johnson
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Foundation, Lamb (one of the co-authors of this article) and
her team developed, for the first time, an operational definition
for staff nurse care coordination through systematic analysis of
extensive observations and interviews of staff nurses and mem-
bers of their nursing and interdisciplinary teams. The definition
of nurse care coordination, according to Lamb et al. (2008), is

the actions initiated by nurses with patients, families, and/or mem-
bers of their health care team to manage and correct the sequence,
timing, and/or effectiveness of patient care from hospital admission
to discharge.

Based on this definition, Lamb further identified six cate-
gories of staff nurse care coordination activities: (i) organizing;
(ii) checking; (iii) mobilizing; (iv) exchanging; (v) assisting; and
(vi) backfilling, referred to as o, c, m, e, a, and b in this arti-
cle. Detailed definitions of the six categories can be found in
the online Supplementary Material. Furthermore, Lamb led the
design and validation of an instrument called the Nurse Care
Coordination Instrument (NCCI) that allows for quantitative
data to be collected that can be used to measure the coordina-
tion activities. This effort provided groundwork for advancing
the understanding and improvement of nurse care coordination
in a hospital.

Capitalizing on the newly developed NCCI, we present a
study in this article that aims to examine and reveal how
nurses’ care coordination is related to their practice environ-
ment, demographics, and workload. To achieve this goal, a
multilevel model (Demidenko, 2013) is a natural choice for
analyzing the NCCI data, as the predictors in the data come from
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two levels: demographic and workload variables at the individ-
ual/nurse level and characteristics of the practice environment
at the organizational/unit level. However, simply adopting the
existing multilevel model would not suffice. There are a num-
ber of challenges that inspire new model development in this
article. First, nurse care coordination is not a univariate con-
cept but rather includes multiple categories describing the multi-
faceted coordination activities, such as m, e, and a. This results
in multiple response variables that have to be modeled simulta-
neously. Simply applying the existing multilevel model to each
response separately overlooks the correlation between the mul-
tiple responses. This correlation inherently exists and could be
strong in our problem domain, as prior research has found that
nurses who engage significantly in one type of care coordina-
tion activities tend to significantly engage in another type of
activity (Duva, 2010). From the point of view of statistical mod-
eling, joint modeling of multiple responses allows for the mul-
tiple models to borrow strength from each other and mitigates
sample size limitations. Second, considering that the statistical
model should be ultimately helpful for guiding the improvement
and best practices of nurse care coordination, the model should
be able to identify a small number of significant predictors out
of the originally included predictors, many of which could be
noise or have only a small effect on the responses. This pro-
vides convenience for practical implementation of the model-
ing results. Furthermore, with similar prediction accuracies, a
model that uses the same subset of predictors to predict the mul-
tiple responses is more desirable than a model that uses different
subsets of predictors to predict different responses. The former
model typically requires a smaller number of total predictors
to be measured in order to predict the multiple responses, thus
saving cost and effort for data acquisition. Also, if the predic-
tors can be confirmed to causally affect the response variables of
care coordination, the former model means a potential saving in
the cost of intervention by adjusting fewer predictors to improve
multiple aspects of the care coordination.

To address the aforementioned challenges in modeling the
NCCI data, we propose a multi-response multilevel model that
uses two adaptive l21-penalties to enable joint fixed effect selec-
tion and joint random effect selection across multiple responses.
To the best of our knowledge, such a model is not available in the
existing literature. The contribution of this research is two-fold:
To the field of statistical modeling, we propose a new formu-
lation for a multi-response multilevel model driven by a newly
emerged problem in the health care system, develop an efficient
Block Coordinate Descent (BCD) algorithm integrated with an
Expectation-Maximization (EM) framework for model estima-
tion, perform theoretical analysis to reveal the insight as to how
the proposed method “joins” the estimation of the model for
each response variable together and the benefit of such a joint
estimation, and demonstrate asymptotic properties. To the field
of nursing research, our study is the first of its kind that eluci-
dates the quantitative relationship between nurses’ practice envi-
ronment, demographics, and workload and their multi-faceted
care coordination activities. The proposed model may be used to
predict the care coordination activities in a hospital unit, which
are not easily measurable, using readily available data about
nurse demographics, workload, and practice environment. Also,
we anticipate that the knowledge and insights generated from

our study could facilitate the design and optimization of nurses’
workload and practice environment, which leads to better care
coordination and eventually better patient outcomes.

The rest of this article is organized as follows: Section 2
reviews the existing research related to the proposed statisti-
cal model, Section 3 presents the model formulation, Section
4 presents the estimation algorithm, and Section 5 investigates
asymptotic properties. Section 6 presents simulation studies and
Section 7 presents the application. Finally, Section 8 concludes
the article.

2. Literature review

The proposed model is a combination of conventional multilevel
models and modern variable selection techniques. Conventional
multilevel models have been extensively discussed in numer-
ous papers and books, which do not include variable selection
in their formulations. Variable selection techniques are modern
statistical modeling and machine learning developments that
were driven by the emergence of high-dimensional data sets in
various domains. The basic idea of variable selection is to add
penalties to the regression coefficients in order to shrink the esti-
mates for the regression coefficients of insignificant predictors to
be exactly zero. Various forms of penalties have been proposed
that can model different structures of the predictors and/or have
different statistical properties. The classic lasso model was pro-
posed as a penalized least squares method with an l1-penalty
that resulted in the estimates of some regression coefficients to
be exactly zero (Tibshirani, 1996). Fan and Li (2001) conjec-
tured the asymptotic inconsistency of the lasso and proposed
an smoothly clipped absolute deviation (SCAD) penalty that
enjoyed oracle properties. Zhao and Yu (2006) further discussed
the consistency of lasso and proved an almost sufficient and nec-
essary condition for lasso to select the true model. Zou (2006)
proposed an adaptive lasso model that applied adaptive weights
to the l1-penalty and proved the oracle properties of this model.
To handle data with grouped predictors, Yuan and Lin (2006)
proposed a group lasso model capable of selecting a sparse set of
groups by imposing an l1-penalty on the regression coefficients
of predictors from each group. Zou and Hastie (2005) proposed
an elastic net model that encouraged a grouping effect among
strongly correlated predictors. As an integration of some exist-
ing methods and the bootstrap approach, random lasso was pro-
posed to alleviate some of the limitations of lasso, elastic net,
and related methods (Wang et al., 2011). A hierarchical lasso
was proposed that not only removed unimportant groups of pre-
dictors but selected important predictors within a group (Zhou
and Zhu, 2010). To achieve grouped and hierarchical variable
selection, a Composite Absolute Penalties family was proposed
to add side information to boost the estimation of a regression
or classification model (Zhao et al. 2009). In addition to fre-
quentist methods, Bayesian methods for variable selection were
developed. George and McCulloch (1997) discussed and com-
pared a variety of approaches for Bayesian variable selection.
Fahrmeir et al. (2010) provided a unified view between Bayesian
methods and penalized frequentist methods for variable selec-
tion. Note that the review in this section by no means provides a
complete list of existing variable selection approaches. However,
a vast majority of the existing approaches, including all of the
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aforementioned ones, are for single-level predictors; there is
much less research in the multilevel setting.

Among the few existing efforts in introducing variable selec-
tion in the multilevel setting, Schelldorfer et al. (2011) pro-
posed a method that adds an l1-penalty to the fixed effects.
This achieves variable selection on fixed effects alone but not
on random effects. A significant difficulty in variable selection
on random effects is that, unlike fixed effects that are charac-
terized by regression coefficients, random effects are character-
ized by a covariance matrix, �. Therefore, variable selection
on random effects will have to be done through penalizing the
covariance matrix, which is not straightforward. To achieve this,
Ibrahim et al. (2011) proposed a Cholesky decomposition on
�; i.e., � = ��T , where � is a lower triangular matrix. Then,
the elements in each row of � are penalized as a group. If some
rows of � are estimated to be zero, this will result in some rows
and columns of � being zero, which has the effect of remov-
ing the random effects corresponding to these rows/columns.
Bondell et al. (2010) proposed a modified Cholesky decomposi-
tion to decompose � into a lower triangular matrix, �, whose
diagonal elements are all ones and a diagonal matrix D; i.e.,
� = D�(D�)T . Then, an adaptive l1-penalty is placed on the
diagonal elements of D to shrink some elements to zero, which
has the effect of removing the rows/columns of � correspond-
ing to these elements and thereby excluding the random effects
corresponding to the removed rows/columns. Ahn et al. (2012)
proposed a moment-based loss function for estimating the
covariance matrix of random effects. Then, two types of penal-
ties including a hard thresholding operator and a sandwich-type
soft thresholding penalty are imposed to achieve variable selec-
tion of random effects. However, all of these existing methods
are for a single response only.

3. A multi-response multilevel model with joint fixed
effect selection and joint random effect selection

It is evident from the literature review that little work has been
done on multi-response multilevel models with variable selec-
tion in both fixed and random effects. However, such a model is
needed in order to properly model NCCI data. This motivates
our new model development. Our proposed model is aimed for
application to a nested multilevel multi-response data structure
as depicted in Figure 1.

First, yi js is related to zi j by a linear model; i.e., yi js = �T
iszi j +

�i js. This is called a level-1 model, which characterizes how
nurses’ demographics and workload impact their care coor-
dination. Then, this impact, reflected by �is, is related to xi
by a level-two model; i.e., �is = Bsxi + eis. This model char-
acterizes how units’ organizational characteristics affect the
relationship between nurses’ demographics/workload and their
coordination.

By combining level-1 and level-2 models, we obtain

yi js = xT
i BT

s zi j + eT
iszi j + �i js, (1)

where eis � N(0, � 2
s �s) and �i js � N(0, � 2

s ) are between-unit
and within-unit random errors. Bs and eis are known as fixed and
random effects, respectively. Apply a modified Cholesky decom-
position (Chen and Dunson, 2003) to the covariance matrix of
the random effects; i.e., �s = Ds�s(Ds�s)T , where Ds is a diag-
onal matrix and �s is a lower triangular matrix. Then, the ran-
dom effects can be reparameterized as eis = Ds�sẽis, where ẽis �
N(0, � 2

s I). For ease of subsequent discussion, we also reparam-
eterize the fixed effects as xT

i BT
s zi j = �T

s wij, where wi j is a vector
that concatenates xi, zi j, and the interactions between them and
�s is a vector consisting of the elements of Bs. Considering these
re-parameterizations, Equation (1) becomes

yi js = �T
s wi j +

�
Ds�sẽis

�Tzi j + �i js. (2)

Stacking up the data of all of the nurses within the ith unit, we
obtain yis = Wi�s + Zi(I � Ds)(I � �s)ẽs + �is, which corre-
sponds to the grey blocks in Figure 2. Further stacking up
the data of all of the units as illustrated in Figure 2, we
obtain

ys = W�s + Z (I � Ds) (I � �s) ẽs + �s. (3)

The parameters to be estimated for the model in Equation (3)
can be put into a vector �s = (�T

s , dT
s , 	T

s )T , where ds is a vector
consisting of the diagonal elements of Ds and 	 s is a vector con-
sisting of the elements in �s. Considering all of the responses,
the total parameters to be estimated are � = (�T

1 , . . . , �T
S )T .

Based on Equation (3), ys follows a normal distribution
with a mean W�s and a covariance matrix Ṽs = Diag(V1s, . . . ,
Vis, . . . , VNs), where Vis = � 2

s (ZiDs�s�s
T Ds

T Zi
T + I). Then,

Figure �. Data structure targeted by the proposed model.
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Figure �. An illustration of the model in Equation ().

dropping constants, the log-likelihood function of the param-
eter set � can be written as

l
�
�|
�
ys
�S

s=1

�

= �
1
2

S�

s=1

	
log�Ṽs� +

�
ys � W�s

�T Ṽ�1
s
�
ys � W�s

�

. (4)

Furthermore, by treating the random effects in ẽs as observed
data and dropping constants, we can write the complete-data
log-likelihood function as

l
�
�|
�
ys
�S

s=1 ,
�
ẽs
�S

s=1

�

= �
�N

i=1 ni + NQ
2

S�

s=1

log �s
2

�
1
2

S�

s=1

1
�s2

�
||ys � Z (I � Ds) (I � �s) ẽs � W�s||2

+ẽT
s ẽs



. (5)

Let P and Q denote the dimensions of the fixed and ran-
dom effects, respectively. To enable joint variable selection in
fixed effects across all of the responses, we impose an l21-
penalty on �s; i.e.,

�P
p=1

��S
s=1 �2

ps. This l21-penalty allows for
the fixed effects corresponding to the same predictor across all of
the responses to be selected as a group; i.e., these fixed effects are
either all retained in or removed from the model. To achieve the
same purpose for random effects, we impose another l21-penalty
on ds; that is,

Q�

q=1

����
S�

s=1

d2
qs.

The consequence of this l21-penalty is that if the dqss cor-
responding to a predictor across all of the responses (e.g., the
dq�1, . . . , dq�S corresponding to the q�th predictor across all of
the responses) are zero, then the q�th row and q�th column of
�1, . . . , �S are automatically zero by definition of the modified
Cholesky decomposition. As a result, the random effects corre-
sponding to the q�th predictor across all of the responses are
removed from the model as a group. Furthermore, we want to
have adaptive weights to penalize different coefficients and thus

use an adaptive l21-penalty in the form of

P�

p=1

����
S�

s=1

�
�ps

��ps

�2

and
Q�

q=1

�����S

s=1

�
dqs

�dqs

�2

,

where ��ps is an adaptive weight for �ps and �dqs is an adaptive
weight for dqs. The purpose is to have a large amount of shrink-
age for zero coefficients and a smaller amount of shrinkage for
non-zero coefficients, thus achieving improved estimator effi-
ciency and variable selection properties. With all of these con-
siderations, we define an adaptive l21-penalized complete-data
log-likelihood criterion as follows:

f
�
�|
�
ys
�S

s=1 ,
�
ẽs
�S

s=1

�

= �l
�
�|
�
ys
�S

s=1 ,
�
ẽs
�S

s=1

�

+�1

P�

p=1

����
S�

s=1

�
�ps

��ps

�2

+ �2

Q�

q=1

����
S�

s=1

�
dqs

�dqs

�2

. (6)

�1 and �2 are regularization parameters for the fixed and ran-
dom effects, respectively. In the next section, we present model
estimation based on Equation (6).

4. Model estimation by EM integrated with a BCD
optimization algorithm

The proposed adaptive l21-penalized complete-data log-
likelihood function in Equation (6) involves unobserved
variables, ẽs. This makes the EM algorithm an appropriate
choice for model estimation. EM is a general method for find-
ing the maximum likelihood estimate of model parameters
from data with missing values (Dempster et al., 1977). It has
also been used when optimizing the likelihood function is
intractable analytically but is possible if some quantities in the
likelihood function can be assumed known. These quantities
are treated as missing/unobserved data in EM. EM works
by iteratively conducting two steps. The E-step is to find the
expectation of the complete-data log-likelihood with respect to
the unobserved data given the observed data and the current
parameter estimates. The M-step is to find parameter estimates
that maximize the expectation in the E-step. The two steps
are repeated until convergence. The EM framework has the
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desirable property that it is guaranteed to converge to a local
maximum of the likelihood function (Wu, 1983).

The challenges in using the general EM framework in spe-
cific model estimation are to derive the expectation specific to
that model formulation in the E-step and to develop an efficient
optimization algorithm in the M-step. In what follows, we will
discuss the specific steps to our problem setting in Equation (6).

In the E-step at the �th iteration, our goal is to compute the
expectation of the criterion in Equation (6) with respect to the
conditional distribution of {ẽs}S

s=1 given {ys}S
s=1 and the current

estimate for �, �(�). It can be derived that this conditional dis-
tribution is normal with a mean and a covariance matrix given
by (please see the derivation in the Supplementary Material):

ê(�)
s =

�
�̃T (�)

s D̃(�)
s ZT ZD̃

(�)
s �̃(�)

s + I
��1

×
�
ZD̃

(�)
s �̃(�)

s

�T �
ys � W �(�)

s
�
, (7)

U(�)
s = � 2(�)

s

�
�̃T (�)

s D̃(�)
s ZT ZD̃

(�)
s �̃(�)

s + I
��1

, (8)

respectively. Here, D̃(�)
s = I � D(�)

s , �̃(�)
s = I � �(�)

s , and the
� 2(�)

s in Equation (8) is given by

� 2(�)

s =
�
ys � W�(�)

s

�T�Z�̃
T (�)
s D̃(�)

s ZT ZD̃
(�)
s �̃(�)

s ZT + I
��1

×
�
ys � W �(�)

s

�

�N
i=1 ni

.

(9)

Then, the expectation of the criterion in Equation (6) can be
obtained as

g
�
�|�(�)� =

S�

s=1

1
2� 2

s
(�)

�

�
�
�s
ds

�T
�

�
WT W WT Z Diag

�
�̃sê(�)

s

�
(1N � I)

(1N � I)T Diag
�
�̃sê(�)

s

�
ZT W (1N � I)T

�
R � �̃sĜ(�)

s �̃T
s

�
(1N � I)

�

�
�
�s
ds

�

� 2 yT
s

�
W Z Diag

�
�̃sê(�)

s

�
(1N � I)

� ��s
ds

�

+ �1

P�

p=1

����
S�

s=1

�
�ps

��ps

�2

+ �2

Q�

q=1

����
S�

s=1

�
dqs

�dqs

�2

, (10)

where �̃s = I � �s, 1N is a N × 1 vector of ones, Diag(�̃sê(�)
s )

is a diagonal matrix whose diagonal elements are �̃sê(�)
s , R =

ZT Z, Ĝ(�)
s = E(ẽsẽT

s ) = U(�)
s + ê(�)

s êT (�)
s . “�” represents the

Hadamard product operator.
In the M-step, our goal is to minimize g(�|�(�)) with

respect to �. Recall that � includes �s, ds, and �s, s = 1, . . . , S.
Therefore, the optimization of g(�|�(�)) with respect to �
can be done by iterating between two sub-optimizations: One
sub-optimization is to minimize g(�|�(�)) with respect to
�s, treating (�T

s , dT
s )T as given. This sub-optimization has a

closed-form solution. The other sub-optimization is to mini-
mize g(�|�(�)) with respect to (�T

s , dT
s )T , treating �s as given.

This sub-optimization takes the following form:

min{�s}Ss=1,{ds}Ss=1

�
������ 

������!

S�

s=1

1
2� 2

s
(�)

�

�
"

�s

ds

#T

As

"
�s

ds

#

� 2 bT
s

"
�s

ds

# $

%

+�1

P�

p=1

����
S�

s=1

�
�ps

��ps

�2

+ �2

Q�

q=1

����
S�

s=1

�
dqs

�dqs

�2

&
������’

������(

,

(11)

where As and bT
s are known and their forms can be obtained by

comparing Equation (11) and Equation (10). To solve the opti-
mization problem in Equation (11), we note that Equation (11)
is a convex optimization whose non-smooth parts—i.e., the
adaptive l21-norms—are separable. This property motivates us
to develop a BCD algorithm that is guaranteed to converge
to a global minimum. Next, we describe the proposed BCD
algorithm.

Each “coordinate” in the BCD algorithm corresponds to a
fixed or random effect, so there are P + Q coordinates. BCD
cycles through the coordinates until convergence. In what
follows, we will discuss one cycle of BCD that estimates the pth
fixed effect. Other cycles that estimate the other fixed effects and
the random effects share a similar procedure. Specifically, in the
cycle that estimates the pth fixed effect, �p = (�p1, . . . , �pS)
is the parameter to be estimated, whereas all other fixed
effects and all random effects are treated as known. Consid-
ering this, the optimization in Equation (11) can be written
as

min� p

S�

s=1

1
2� 2

s
(�)

�

)))
�

�
��1s • • • ��p�1,s �ps ��p+1,s • • • ��Ps d̂T
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�

×As

�
��1s • • • ��p�1,s �ps ��p+1,s • • • ��Ps d̂T

s

�T

�2 bT
s

�
��1s • • • ��p�1,s �ps ��p+1,s • • • ��Ps d̂T

s

�T

$

***
%

+�1

����
S�

s=1

�
�ps

��ps

�2

. (12)

Denote the objective function in Equation (12) by g(�p) and
optimal solution by �p�; i.e., �p� = argmin�p g(�p). The subgra-
dients of g(�p) are �g(�p) = [lp1, . . . , lpS]T + �1kp, where

lps =
1

� 2
s
(�)

�
Ap

s

�
��1s • • • ��p�1,s �ps ��p+1,s • • • ��Ps d̂T
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,

s = 1, . . . , S.

Ap
s is the pth row of As and bps is the pth element of bT

s . Further-
more, the necessary and sufficient condition for �p� to be zero
is that the equations [�lp1, . . . , �lpS]T + �1kp = 0 have a solution
with

kp 	
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One equivalent criterion for �p� to be zero is
||(�lp1 × ��p1, . . . , �lpS × ��pS)||2 
 �1. If this criterion is not
satisfied, we minimize Equation (12) by a one-dimensional
search over �p = (�p1, . . . , �pS) as follows: Focus on the step
in the search that estimates �ps while treating other elements
in �p as known. Then, Equation (12) becomes an optimization
problem with respect to �ps; that is,

min�ps

�
� 

�!
h
�
�ps
�
+ �1

����
�

�ps

��ps

�2

+ c2
�ps

&
�’

�(
. (13)

h(�ps) is a quadratic convex function of �ps; that is,

h
�
�ps
�

=
{As}pp

2

� 2
s
(�) �2

ps + 2�lps �ps, (14)

where {As}pp is the pth diagonal element of As. c2
�ps is the sum

of squared adaptive estimates for the elements in �p except �ps;
that is,

c2
�ps =

�
��p1

��p1

�2

+ • • • +

�
��p,s�1

��p,s�1

�2

+

�
��p,s+1

��p,s+1

�2

+ • • • +

�
��p,S

��p,S

�2

. (15)

So c2
�ps is a non-negative known constant at this step. The

solution to the optimization in Equation (13) is motivated by the
following proposition (proof of the proposition is not shown due
to space limitations).

Proposition 1. Let �0
ps be the minimizer of Equation (14); that is,

�0
ps = �

�lps

{As}pp
2/� 2

s
(�) .

A sufficient and necessary condition for ��
ps to be the solution

to Equation (13) is

��
ps = sign

�
�0

ps

��+++�0
ps

+++�
�1

2| ��ps|{As}pp
2/� 2

s
(�)

�+

, if c2
�ps = 0

(16)

��
ps + �1

��
ps�

��
ps

2 + c2
�ps

= �0
ps, if c2

�ps �= 0. (17)

Based on Proposition 1, to solve Equation (13), we can apply
a simple soft-thresholding rule to �0

ps if c2
�ps = 0; otherwise, the

solution that satisfies Equation (17) will have to be obtained
numerically (no closed form exists). This completes our discus-
sion on the parameter estimation. Interested readers can find the
pseudo code of our EM and BCD algorithms in the Supplemen-
tary Material.

Furthermore, we would like to examine the parameter esti-
mation process described previously and reveal the insight as
to how the proposed method joins the estimation of the model
for each response variable together and the benefit of such a
joint estimation. As a matter of fact, Proposition 1 reveals how
the estimation for one response is joined with other responses.
Specifically, Equation (17) shows that the estimate for an effect
in the sth response—i.e., ��

ps—is related to c2
�ps, which is a sum

of squares of the same effects in other responses. Corollary 1
further shows that the relationship is monotonic; i.e., the larger
the c2

�ps, the smaller the shrinkage on ��
ps. This is indeed an

advantage of the proposed method. Consider the situation when
a predictor has a non-trivial fixed or random effect on all the
responses but the effects on some responses are small. If each
response was modeled separately, these small effects would be
easily missed. In contrast, the proposed method is able to borrow
strength from other responses with larger effects to help identify
the small effects.

Corollary 1. Let c2
�ps,1 and c2

�ps,2 be two values for c2
�ps. Let ��

ps,1
and ��

ps,2 be the ��
ps that satisfies Equation (17) corresponding to

c2
�ps,1 and c2

�ps,2, respectively. If c2
�ps,1 < c2

�ps,2, then

|��
ps,1|

|�0
ps|

<
|��

ps,2|
|�0

ps|
.

Finally, in this section, we discuss the choice of tuning param-
eters. There are two tuning parameters in the proposed method;
i.e., �1 and �2 corresponding to the fixed and random effects,
respectively. The previously presented EM and BCD algorithms
apply to a given pair of (�1, �2). To find the best pair, a com-
mon practice is to choose one that minimizes a certain model
selection criterion such as the Bayesian Information Criterion
(BIC), Akaike Information Criterion (AIC), and cross-validated
prediction errors. We proposed the use of a BIC-type criterion
and found it to work well in simulation studies and the applica-
tion. For a given pair of (�1, �2), the criterion takes the following
format:

BIC (�1, �2) = �2
�
l
�

��|
�
ys
�S

s=1

��
+ log

� N�

i=1

ni

�

× d f (�1, �2), (18)

where l( ��|{ys}S
s=1) is the log-likelihood function defined in

Equation (4) when the parameters in � take their estimated val-
ues and df (�1, �2) is the number of non-zero fixed and random
effects in ��. The pair of (�1, �2) that minimizes this criterion is
used to produce the final parameter estimation.

5. Asymptotic properties

Having presented the formulation and estimation for the pro-
posed model in Sections 3 and 4, respectively, we further study
the asymptotic properties of the model in this section. First, we
define some new notations. Let Q{(�s)S

s=1} be the adaptive l21-
penalized log-likelihood function; that is,

Q
��

�s
�S
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�
= l
��

�s
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� �N2

Q�
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����
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s=1

�
dqs

�dqs

�2

. (19)

l{(�s)S
s=1} is the log-likelihood function defined in Equation (4).

Let ��s be the true value for �s where ��s = ( ��
T
s1, ��

T
s2)T . ��

T
s1 =

(�̃T
s1, d̃T

s1, 	̃T
s1)T is a vector whose elements are non-zero. With-

out loss of generality, assume that the first P� elements of �T
s are
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non-zero, which are stored in �̃T
s1, and the first Q� elements of

dT
s are non-zero, which are stored in d̃T

s1. Let |	̃ s1| denote the
dimension of 	̃T

s1. Thus, the dimension of ��
T
s1 is P� + Q� + |	̃ s1|.

��
T
s2 = (�̃T

s2, d̃T
s2, 	̃T

s2)T consists of the remaining elements of ��s;
i.e., ��

T
s2 = 0. Put the ��

T
s1, s = 1, . . . , S, into one vector—i.e.,

��
1
= ( ��

T
11, . . . , ��

T
S1)T —and the ��

T
s2, s = 1, . . . , S, into another

vector; i.e., ��
2
= ( ��

T
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T
S2)T . Let
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.

Following the same decomposition as ��s, let �s = (�T
s1, 	T

s2)T .
Similarly, define
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�T and� =

�
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Let

Q
,�

�1

0


-

denote the Q({�s}S
s=1) in Equation (19) with �2 = 0. Based on

the sequence of

� =
�

�1

�2



,

we rearrange Ws, Zs, and Ṽs to be Ws(1), Zs(1), and Ṽs(1) =
Zs(1)(I � Ds(1))(I � �s(1))(I � �s(1))T (I � Ds(1))T Zs(1)

T +
I. Equation (19) can be written as the following equation:
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where

l
�
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= �
1
2

	
log�Ṽs(1)� +

�
ys � W(1)�s(1)

�T Ṽ�1
s(1)
�
ys � W(1)�s(1)

�

.

The following theorems hold under common regularity con-
ditions. Theorems 1 and 2 together show that the proposed
method can identify the true model with probably tending to
one. Theorem 3 indicates that the estimator in the proposed
method enjoys the oracle property. Proofs of the theorems can
be found in the Supplementary Material.

Theorem 1. If
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Theorem 2. If �N1 
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 �, then with probability
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,

s = 1, . . . , S. The number of zeros at the end of vs is |	̃ s1|. I( ��
1
)

is the Fisher Information matrix with �2 = 0.

6. Simulation studies

In this section, we present the performance of our proposed
method. For each simulation setting, we report the True Pos-
itive Rate (TPR), True Negative Rate (TNR), and accuracy for
the fixed effect identification and those for the random effect
identification under the optimal �1 and �2 chosen by the BIC
criterion in Equation (18). The TPR measures the proportion
of identified non-zero fixed (random) effects that are truly non-
zero. The TNR measures the proportion of identified zero fixed
(random) effects that are truly zero. The accuracy measures the
proportion of fixed (random) effects that are correctly identified.
For comparison, we also fit a multilevel model with an adap-
tive l1-penalty for each response variable separately and use a
BIC criterion to choose the tuning parameter for the adaptive
l1-penalty. This is the method proposed by Bondell et al. (2010)
and is referred to as the “competing method” in the rest of this
article.

�.�. Study on the impact of e�ect size, sample size, and
sample distribution on performance

We conducted four experiments, in all of which there are three
response variables. For each response, we considered the multi-
level model to consist of 10 and four fixed and random effects,
respectively. Because both the proposed and competing meth-
ods enable variable selection, we set three out of the 10 fixed
effects and three out of the four random effects to be non-zero.
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Table �. Comparison between the proposed and competing methods (N = 30, ni = 5, d3 = (1, 1, 1, 0)T ): average (standard deviation) of TPR/TNR/accuracy.

Fixed e�ect identi�cation Random e�ect identi�cation

TPR (%) TNR (%) Accuracy (%) TPR (%) TNR (%) Accuracy (%)

Proposed method . (.) . (.) . (.) . (.) . (.) . (.)
Competing method . (.) . (.) . (.) . (.) . (.) . (.)

Table �. Comparison between the proposed and competing methods (N = 30, ni = 5, d3 = (1, 0.3, 0.3, 0)T ): average (standard deviation) of TPR/TNR/accuracy.

Fixed e�ect identi�cation Random e�ect identi�cation

TPR (%) TNR (%) Accuracy (%) TPR (%) TNR (%) Accuracy (%)

Proposed method . (.) . (.) . (.) . (.) . (.) . (.)
Competing method . (.) . (.) . (.) . (.) . (.) . (.)

Furthermore, to induce correlation between the models of the
three responses, we set the same fixed and random effects to be
non-zero across all of the responses.

In the first experiment, we set the fixed effects for
the three responses to be �1 = (0.1, 1, 1, 0, . . . , 0)T , �2 =
(1, 0.1, 1, 0, . . . , 0)T , and �3 = (1, 1, 0.1, 0, . . . , 0)T and the
random effects to be d1 = (1, 1, 0.3, 0)T , d2 = (1, 0.3, 1, 0)T ,
d3 = (1, 1, 1, 0)T , �s = I, and � 2

s = 1 for s = 1, 2, 3. The sam-
ple sizes were set to be N = 30 units and ni = 5 individuals per
unit. Furthermore, for each unit i, the data of predictors corre-
sponding to the fixed effects; i.e., Wi, were generated as follows.
To account for the possible correlation structure among the pre-
dictors, we first generated a random matrix of size ni × P = 5 ×
10, whose elements were independently sampled from a N(0, 1)
distribution. We denoted this random matrix by Vi. Then, let

Wi,p =
Vi,p + Vi,P+1�

2
, p = 1, . . . , P.

Wi,p and Vi,p are the pth column of matrix Wi and Vi, respec-
tively. This idea of generating corrected predictors has also been
adopted by a few other papers (Yuan Lin, 2006). Furthermore,
we generated the data of the predictors corresponding to the
random effects—i.e., Zi—by setting Zi = (1ni , Wi,1, Wi,2, Wi,3).
Finally, the data for each response variable were generated based
on Equation (3). We applied the proposed and competing meth-
ods to the data. Table 1 summarizes the result based on 200
simulation runs. Both methods have high TNRs. The proposed
method also has high TPRs, whereas the TPRs for the competing

method are significantly lower. This is because the competing
method fails to identify the small fixed and random effects of 0.1
and 0.32, whereas the proposed method is able to do so, due to
its ability to perform a joint estimation across all the responses.

The second experiment aimed to evaluate the performance
with a greater number of small random effects. To this end, we
modified the setting of the first experiment by changing d3 =
(1, 1, 1, 0)T to d3 = (1, 0.3, 0.3, 0)T . Table 2 reports the per-
formance. Compared with Table 1, we can see that the TPR of
random effect identification for the competing method is signif-
icantly deteriorated, whereas the performance of the proposed
method remains high.

The third experiment aimed to show the impact of sample
size. We kept the setting of the second experiment but increased
the unit sample size from ni = 5 to ni = 10. Table 3 reports the
performance. Compared with Table 2, we observe that doubling
the sample size increases the average and decreases the standard
deviation of the TPR for random effect identification by the pro-
posed method. This performance improvement is less obvious
using the competing method.

In the fourth experiment, noting that the total sample size
is a product of the number of units and the unit sample size—
i.e., N × ni—we studied the impact of the sample distribution
between N and ni on the performance. To this end, we kept the
setting of the second experiment, which has a total sample size of
N × ni = 30 × 5 = 150, but re-distributed the samples to have
N = 15 and ni = 10. Table 4 reports the performance. Com-
pared with Table 2, we observe that the sample redistribution

Table �. Comparison between the proposed and competing methods (N = 30, ni = 10, d3 = (1, 0.3, 0.3, 0)T ): average (standard deviation) of TPR/TNR/accuracy.

Fixed e�ect identi�cation Random e�ect identi�cation

TPR (%) TNR (%) Accuracy (%) TPR (%) TNR (%) Accuracy (%)

Proposed method . (.)  (.) . (.) . (.) . (.) . (.)
Competing method . (.) . (.) . (.) . (.) . (.) . (.)

Table �. Comparison between the proposed and competing methods (N = 15, ni = 10, d3 = (1, 0.3, 0.3, 0)T ): average (standard deviation) of TPR/TNR/accuracy.

Fixed e�ect identi�cation Random e�ect identi�cation

TPR (%) TNR (%) Accuracy (%) TPR (%) TNR (%) Accuracy (%)

Proposed method . (.) . (.) . (.) . (.) . (.) . (.)
Competing method . (.) . (.) . (.) . (.) . (.) . (.)
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Table �. Comparison between the proposed and competing method with varying numbers of responses.

Fixed e�ect identi�cation Random e�ect identi�cation

Number of responses TPR (%) TNR (%) Accuracy (%) TPR (%) TNR (%) Accuracy (%)

 Proposed method  (.) . (.) . (.) . (.)  (.) . (.)
Competing method  (.) . (.) . (.) . (.)  (.) . (.)

 Proposed method . (.)  (.) . (.)  (.)  (.) . (.)
Competing method . (.) . (.) . (.) . (.)  (.) . (.)

 Proposed method . (.) . (.) . (.) . (.) . (.) . (.)
Competing method . (.) . (.) . (.) . (.)  (.) . (.)

does not change the performance of both methods. Therefore,
it is more likely that the performance of the methods is affected
by the total sample size.

�.�. Study on the impact of the number of response
variables

All of the experiments in the previous section had three
response variables. The focus of this section is to study perfor-
mance with respect to different numbers of response variables.
We considered scenarios with two, five, and eight responses, in
all of which there were six fixed effects (two being non-zero)
and three random effects (two being non-zero). Specifically,
the first scenario had the fixed effects for the two responses
as �1 = (0.1, 1, 0, . . . , 0)T and �2 = (�1, 0.1, 0, . . . , 0)T and
random effects as d1 = (1, 0.3, 0)T and d2 = (1, 0.3, 0)T .
The second scenario had the same fixed and random
effects for the first two responses as the first scenario, and
�3 = (0.5, 1, 0, . . . , 0)T , �4 = (�1, 1, 0, . . . , 0)T , �5 =
(1, 0.5, 0, . . . , 0)T , d3 = (1, 1, 0)T , d4 = (1, 0.8, 0)T , and
d5 = (1, 1, 0)T for the remaining three responses. The third
scenario had the same fixed and random effects for the first
five responses as the second scenario, and �6 = �3, �7 = �4,
�8 = �5, d6 = d3, d7 = d4, and d8 = d5 for the remaining three
responses. The sample sizes were set to be N = 20 units and
ni = 5 individuals per unit. Note that we purposely chose a
small sample size, so that the performance in the two-response
scenario is not good. This allows us to see whether adding
more responses can remedy the sample size shortage. Under
these settings, the data were generated in the same way as Sec-
tion 6.1. Table 5 summarizes the results. With two responses, the
TPR for random effect identification by the proposed method is
low (53.8% – 0.12%). This is significantly improved by having
five responses (90% – 0.17%, p < 0.0001), which is further
improved by having eight responses ((94.7% – 0.1%, p =
0.015). There is no significant difference in the TPR for fixed
effect identification across the three scenarios. However, this
does not mean that having more responses would not improve

the TPR for fixed effects. It is simply due to the TPR with
two responses already being very high, leaving little room to
demonstrate improvement. In contrast, the competing method
has low TPR for both random and fixed effects, and adding
more responses does not help. Furthermore, in terms of TNR,
both methods perform well across all three scenarios, with the
proposed method having slightly higher TNR for fixed effects.

�.�. BIC vs. AIC

To study whether other criteria, such as the AIC, may offer
some advantages, we repeated the experiments in Section 6.2
but selected the tuning parameters using the AIC. The results
are shown in Table 6. Compared with Table 5, we can see that
the AIC has a significantly lower TNR than BIC in both the pro-
posed and competing methods, whereas the TPR performances
of the two criteria are similar. Also, the standard deviations of
the TPR and the TNR for the AIC are much higher than for the
BIC, indicating a less stable performance of AIC. Although sev-
eral previous studies have suggested that using AIC has several
advantages compared to BIC (Burnham and Anderson, 2002;
2004; Yang, 2005), those studies did not specifically compare
the two criteria for multilevel models. Our experiments, on the
other hand, empirically demonstrate a better performance of
BIC for multilevel models. The theoretical explanation behind
this empirical observation is left for future research.

7. Application in nurse care coordination

We applied the proposed method to a data set created using the
NCCI (Duva, 2010; Huang et al., 2014). The data set includes
614 nurses from 32 medical-surgical units of four hospitals in
the metro Atlanta area. These data were used in this study with
permission. Three categories of variables are measured in the
dataset, as shown in Table 7. The first category consists of nurse
care coordination activities belonging to six constructs, m, e, a,
b, o, and c. For example, “I initiate actions to get my nursing
team members to do what is needed to keep my patients on their

Table �. Results of the experiments in Section . using AIC for tuning parameter selection.

Fixed e�ect identi�cation Random e�ect identi�cation

Number of responses TPR (%) TNR (%) Accuracy (%) TPR (%) TNR (%) Accuracy (%)

 Proposed method  (.) . (.) . (.) . (.) . (.) . (.)
Competing method . (.) . (.) . (.) . (.)  (.)  (.)

 Proposed method . (.) . (.) . (.)  (.) . (.) . (.)
Competing method . (.) . (.) . (.) . (.) . (.) . (.)

 Proposed method . (.) . (.) . (.) . (.)  (.) . (.)
Competing method . (.) . (.) . (.) . (.) . (.) . (.)
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Table �. Description of the NCCI data.

Category Variable Value Level

Nurse care coordination Mobilizing (m) Numerical Nurse
Exchanging (e) Numerical Nurse
Assisting (a) Numerical Nurse
Backfilling (b) Numerical Nurse
Organizing (o) Numerical Nurse
Checking (c) Numerical Nurse

Demographics and workload Years of being a registered nurse Numerical Nurse
Length of shift Numerical Nurse
Shift that worked on (day/night) Binary Nurse

Organizational characteristics Availability of policy that addresses physician response time to nurse calls Binary Unit
Availability of on-side representative from nursing homes Binary Unit
Availability of assistance with discharge planning Binary Unit
Availability of clinical nurse specialists Binary Unit
Availability of nurse case manager Binary Unit
Availability of nursing team walk-around to discuss ongoing patient care Binary Unit
Availability of team meetings to discuss Binary Unit

plan” is an activity belonging to m. “I communicate informa-
tion to my interdisciplinary team members they need to know
to carry out their patient care activities or to make changes in
their plan of care” is an activity belonging to e. “I ask my nursing
team members to assist me with my patient activities when I am
tied up with one or more of my patients” is an activity belonging
to a. “I prompt my interdisciplinary team to do the work they are
responsible for so I can get my own work done and keep patients
on their plan of care” is an activity belonging to b. “I organize the
supplies that I need to be able to keep the care of my patients on
track” is an activity belonging to o. “I perform my patient assess-
ments so that they will be useful to everyone on the team” is an
activity belonging to c. A total of 45 activities were measured
in the form of 45 questions asked to the nurses in a question-
naire. The answer to each question is a five-point Likert-type
scale with higher scores representing greater amounts of the cor-
responding activity. The correspondence between each question
and the latent construct is known by the design of the NCCI. To
get a measurement for each construct, we averaged the scores of
the corresponding questions. The second category of variables
in the data set includes nurse demographic and workload vari-
ables, and three of them are included in this study as shown in
Table 7. The third category consists of organizational character-
istic variables of nurses’ practice environment; i.e., their units.
Seven variables are included that measure the availability of cer-
tain infrastructure, technology, and policies that may potentially
facilitate nurse care coordination.

Next, we discuss roles of the variables in the proposed model.
Among the six constructs, m, e, a, and b measure interdepen-
dent activities among nurses—i.e., their coordination—and o
and c measure the independent activities that are instrumental
to their coordination. We focused on three out of the four inter-
dependent constructs, m, e, and a, because there has been some
controversy over whether b plays a positive or negative role
in care coordination (Duva, 2010). Among m, e, and a, m was
treated as one response variable. Originally, we tried making
e and a two other response variables, but the result was not as
good as combining them into one response variable. This is an
interesting finding: On the one hand, a and e are different in the
sense that the former concerns coordination between nurses
whereas the latter concerns coordination initiated by nurses
but with other professionals in the patient care team. On the

other hand, the fact that combining e and a gives better model
performance is an indication that there might be a higher-level
abstraction, making e and a more similar to each other in terms
of characterizing care coordination than to other constructs like
m. Pending further investigation, we focus on presenting the
results of modeling two response variables in this article; i.e.,
m and combined e/a. Furthermore, we include demographic
and workload variables as well as o and c as individual-level
predictors and organizational characteristics as unit-level
predictors.

We applied the proposed method to link the predictors with
the two responses, m and e/a. Two tuning parameters �1 and
�2 were chosen using the BIC. The responses and predictors
were standardized, so that the fixed effects did not include an
intercept but the random effects still did. In Table 8 under
“Proposed method,” we show the estimated fixed effects and
the variances of the estimated covariance matrix of random
effects.

Several observations can be made:
1. The same effects are found to be zero (non-zero) in both

responses, although the magnitudes of non-zero effects
are somewhat different. This is expected because of the
use of an adaptive l21-penalty in our method.

2. o and c are found to have non-zero fixed effects among
the five individual-level predictors. This makes sense
because independent nurse care activities such as c and
o form the basis for nurses to perform interdependent
coordination activities. The positive signs of the effects
of c and o suggest that such independent activities have
a positive impact on interdependent coordination activ-
ities.

3. Among the seven unit-level predictors, the availability of
assistance with discharge planning in the unit is found
to have a non-zero fixed effect. The positive sign of this
effect suggests that providing assistance with discharge
planning in a unit helps create a positive practice envi-
ronment for the nurses in the unit to conduct care coor-
dination.

4. Among the random effects, o is found to be non-zero in
addition to the intercept. This reinforces the important
role of independent nurse care activities on care coordi-
nation, especially o.
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Table 	. Estimated fixed effect regression coefficients and random effect variances by the proposed and competing methods.

Proposedmethod Competingmethod

Mobilizing (Y1) Exchanging/assisting (Y2) Mobilizing (Y1) Exchanging/assisting (Y2)

Fixed effects Years of being a registered nurse    . 
Length of shift    
Shift that worked on (day/night)    �. 
Checking .  .  .  . 
Organizing .  .  .  . 
Availability of policy that addresses physician

response time to nurse calls
  .  

Availability of on-side representative from
nursing homes

  .  

Availability of assistance with discharge planning .  .  .  
Availability of clinical nurse specialists    
Availability of nurse case manager    
Availability of nursing team walk-around to

discuss ongoing patient care
   

Availability of team meetings to discuss    
Random effects Intercept .  .  .  . 

Years of being a registered nurse   .  
Length of shift   �.E- �. 
Shift that worked on (day/night)    .E-
Checking    
Organizing .E- .E- .E- .E-

For comparison, we also applied the competing method
to model each response variable separately. The result is pre-
sented in Table 8 under “Competing method.” The competing
method also finds o and c to have non-zero fixed effects for
the two responses but two additional non-zero fixed effects for
the response e/a. Furthermore, the competing method finds
three unit-level predictors to have non-zero fixed effects, includ-
ing the predictor of the availability of assistance with discharge
planning in the unit, which is also found by the proposed
method for the response m. However, all unit-level predictors
for the response e/a are found to have zero fixed effects. Lastly,
although the competing method also finds o to have a non-zero
random effect, it finds more non-zero random effects for the two
responses than the proposed method. In summary, the proposed
method finds 10 non-zero fixed and random effects, whereas the
competing method finds 17.

Finally, we would like to compare the prediction perfor-
mances of the two methods. A common metric is the average
Mean Squared Prediction Error (MSPE), MSPE, through a
K-fold Cross-Validation (CV). As both our proposed method
and the competing method are multilevel models, the generic
CV procedure needs some modification. Specifically, the K-fold
division is done within each unit; i.e., the samples within each of
the 32 units are divided into K folds. Then, the samples of K � 1
folds within each unit are pooled together and used for training.
Furthermore, the trained model is applied to the pooled remain-
ing one fold from each unit to compute a MSPE. This modified
CV procedure is performed to make sure that the training model
includes at least some samples from each unit. We applied this
modified CV procedure to the proposed and competing meth-
ods. Noting that the results could vary depending on the
number of folds in the CV, we varied K from two to eight. Also
noting that the results could vary even with a fixed K, due to the
randomness of the CV partition, we ran the CV partition three
times for each fixed K. This procedure resulted in 8 × 3 = 24
pairs of MSPE to compare the proposed and competing meth-
ods. We counted the proportion of times the proposed method

had a lower MSPE than the competing method and conducted
hypothesis testing for this proportion. The hypothesis testing
yielded a p-value of 0.037, indicating that the proposed method
has a significantly smaller MSPE. A smaller prediction error
provides evidence to support the appropriateness of the joint
modelling of two responses by the proposed method.

8. Conclusions

In this article, we developed a multi-response multilevel model
to characterize the relationship between nurse care coordination
and nurses’ practice environment, demographics, and work-
load. Our model development included a unique formulation
that used two adaptive l21-penalties to enable joint fixed effect
selection and joint random effect selection across the multiple
responses and an efficient BCD algorithm integrated with an EM
framework for parameter estimation. We performed theoretical
analysis and simulation studies. Finally, we applied our method
to the data set created using the NCCI. Our method achieved
a significantly higher prediction accuracy compared with the
competing method. Our method also identified a significantly
smaller number of predictors to have non-zero effects than the
competing method and these predictors were shared by the two
responses. A model that requires fewer predictors without sacri-
ficing the prediction accuracy and is able to use the same subset
of predictors to predict multiple response variables is desirable
in practice. This means a greater savings in the effort and cost for
data acquisition and a potential savings in the cost of interven-
tion if the significant predictors can be confirmed to “causally”
affect the response variables of care coordination.

We would like to point out several limitations of the study
reported in this article, which also open opportunities for future
research. First, although our study identified three significant
predictors for nurse care coordination, the causality between
them and care coordination is yet to be established. Second, we
cannot rule out the possibility that the predictors not selected by
our method may have a non-zero effect on the responses. They
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are just not as significant as the predictors that were selected
under the limited and specific samples in our data set. More
data, especially data across hospitals at different geographical
locations beyond the Atlanta area, are needed to validate and
generalize the current findings. Third, our model formulation
allows the selection of the same subset of predictors across all
responses, which constitutes both an advantage and a restriction
of the approach. An immediate future extension of our model is
to adopt a different choice for the penalties to allow for both the
selection of joint variables across the responses and unique vari-
able section within each response, such as the sparse group lasso
penalty (Simon et al., 2013).

The long-term goal of this research is to inform interventions
to improve staff nurse care coordination within hospital units
that would in turn lead to improved patient outcomes; e.g.,
shorter length of stay, few medication errors, less likelihood
for readmission, and greater satisfaction. Achieving this goal is
important to the current health care system because many hos-
pitalized patients nowadays have multiple co-existing chronic
illnesses demanding a great amount of coordinated care within
the health care team, especially the nurses who are the patients’
ever-present care professionals. Without effective nurse care
coordination, these patients would be at an elevated risk for
poor outcomes that not only decrease their quality of life but
also result in unnecessary costs to the health care system.
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